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A novel method is proposed for automated magnetic field
homogeneity adjustment in high-resolution NMR. The method
uses measurements of the edge frequencies of slice profiles
recorded under static gradients to obtain three-dimensional
magnetic field maps and does not require significant extra
spectrometer hardware. Results are presented for the ‘‘cold’’
shimming of 5- and 10-mm-diameter probes in a 400-MHz
narrow bore magnet. © 1998 Academic Press

Key Words: automated shimming; 3D shimming; field mapping;
profile shimming; gradient shimming.

The process of optimizing the homogeneity of the static
magnetic fieldB0 in high-resolution NMR spectroscopy wastes
a great deal of instrument and operator time. This process of
shimming is conventionally performed by manually adjusting
the currents through a set ofN appropriately shaped correction
shim coils placed strategically about the field center (1). The
object of the exercise is to find the combination of shim coil
currents that generates the most uniform magnetic field across
the volume of interest, a relatively straightforward problem of
optimization inN dimensions. Despite the simple formulation
of the problem, efficient automation of the shimming process
has proved intractable until comparatively recently. One effi-
cient general solution is to use a triple axis pulsed field gradient
system to generate three-dimensional maps of the field imper-
fections and of the field shapes produced by each of the shim
coils, and then to use iterative fitting to determine the set of
shim coil currents that best correct the observed field inhomo-
geneity (2). This essentially requires that a high-resolution
spectrometer be turned into a magnetic resonance imaging
system, at considerable cost. This paper describes one possible
method for performing full three-dimensional shimming with-
out the need for additional hardware, using pulse sequences
that do not require rapid switching of field gradients.

Until recently, most methods for automated shimming in
high-resolution NMR relied on a single parameter as a criterion
of field homogeneity, usually either the amplitude of a contin-
uous wave lock signal or the integrated power of a free induc-
tion decay (3). A typical approach would be to use simplex
optimization to seek the strongest lock signal achievable using

a combination of a relatively small number of shim currents.
Such methods were slow, showed poor convergence, and had
a strong tendency to be seduced by local optima. The newer
methods based on field mapping enjoy a much greater volume
of information, typically using either a 1D or a 3D map of field
distribution, and hence can be faster, more accurate, and more
rapidly and more reliably convergent (4–7). These methods are
descendants of those which have been used successfully for
some time in magnetic resonance imaging (8). The most pow-
erful approach demonstrated so far uses triple axis pulsed field
gradients to provide a 3D field map based on the spatial
dependence of the phase shifts generated by adding an extra
precession period to a proton spin echo pulse sequence (2), but
this requires expensive extra hardware, is best suited to sam-
ples with a strong single proton resonance, and requires sepa-
rate mapping for each probe used. For practical high-resolution
spectroscopy it is greatly preferable to use the deuterium lock
resonance, since almost all samples can provide such a signal.
For most samples it is also sufficient to shim only along thez
axis, since this is the direction along which most of the sample-
to-sample variation in field homogeneity is concentrated, and
the effects of field variation orthogonal toz can be efficiently
minimized by sample spinning.z axis shimming using the
deuterium lock signal for single axis spin echo phase mapping
has been shown to be highly efficient both in systems equipped
with a z axis pulsed field gradient (5, 6) and in systems with
only the slow ‘‘homospoil’’ facility to pulse the current
through thez1 shim coil (6).

Single-axis automated shimming methods are adequate for
most purposes in routine high-resolution NMR spectroscopy,
but there are two situations where full 3D shimming is essential
and which typically lead to disproportionate amounts of time
being spent on manual shimming. These two cases are where
excellent instrumental lineshape is required for a static sample,
for example, where an H2O resonance must be suppressed, and
where a new probe or magnet is to be commissioned. Since the
former case is generally less difficult than the latter, it is the
case of cold 3D shimming that will be concentrated on here.
The purpose of the present paper is to examine the possibilities
for automated cold 3D shimming without expensive extra
hardwares and to demonstrate one method that can allow1 To whom correspondence should be addressed.
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automatic 3D shimming on many instruments with no signif-
icant hardware changes.

Field mapping by measuring the spatial dependence of
spin echo phase shifts is highly effective, and with a suitable
pulse sequence could be applied in three dimensions without
the need for rapid field gradient switching. Unfortunately
few modern spectrometers offer real-time control of any
shim other thanz1, partly because of the modern tendency to
rely on microprocessor-controlled shimming hardware. It is
arguable that this enthusiasm for distributed intelligence has
spread its intelligence too thinly: it would be possible to
perform 3D phase mapping on older systems with real-time
control of shim currents, despite the long settling times
required. Without the ability to switch transverse field gra-
dients during the course of a pulse sequence, an alternative
strategy is required. One obvious approach is to use the
information contained not in the phase but in the amplitude
of a signal profile measured in the presence of a linear field
gradient. The idea of ‘‘profile shimming’’ has been de-
scribed previously, notably by Conover (9), and is in es-
sence very simple. If a sufficiently large field gradient is
applied that the net magnetic field changes monotonically as
a function of distance along the gradient axis, then the
frequency at which the integral of the signal reaches a given
fraction of its total will correspond to the position at which
the same fraction of the sample volume has been traversed:
halfway up the integral corresponds to halfway across the
sample.

Applied toz axis shimming in high-resolution spectroscopy,
the quantitative implementation of amplitude profile shimming
is not straightforward, since the signal measured as a function
of zwill depend in a complicated fashion on the choice of pulse
sequence and on the variation of radiofrequency field strength
B1 along the sample. In the transverse plane, however, the
signal profile as a function of position is defined very accu-
rately by the use of a precision cylindrical sample tube. For a
sample of radiusr, and mapping along a read gradient axisq at
right angles toz, if the small transverseB1 inhomogeneity can
be neglected then the relative signal integral as a function of
position is given by

I ~q! 5 q Îr 2 2 q2 1 r 2sin21~q /r ! 1 pr 2/ 2 , [1]

whereq is the displacement from the sample center. Thus by
measuring the signal profileS(n) under a transverse field gra-
dient Gq, the relationship between position and frequency can
be found by inverting the functionI:

q~n ! 5 I21SE
2`

n

S~n !dn D . [2]

Figure 1 illustrates this process diagrammatically, for an
experimental signal profile across a 5-mm NMR tube.

In principle, by measuring profiles along a range of direc-
tions q for different z positions it should be possible to con-
struct a 3D map of sample frequency as a function of position.
The process of analysis would not be straightforward, however,
because of the difficulty of extracting unambiguously the re-
quired information about the signal frequency in the absence of
an applied field gradient from the profiles measured in the
presence of such a gradient. Problems arise because for any
individual directionq there are many possible field distribu-
tions that would give rise to the same amplitude profile; only
when a complete set of profiles sampling all directionsq is
available can the ambiguities be resolved, a process analogous
to the use of projection–reconstruction algorithms in magnetic
resonance imaging. Rather than proceed to try to extract all of
the information potentially available from the profile ampli-
tudes, it is sufficient to note that no ambiguity arises at the
extreme edges of the spectrum: the frequency at the edge of the
spectrum is the frequency at the edge of the sample. By
recording the frequencies of the edges of the profiles as a
function of gradient direction and ofz position, it is possible to
build up a 3D map of frequencies at points on a cylinder around
the inside surface of the sample.

Figure 2 shows a practical pulse sequence for acquiringz-
selective profiles in the presence of a small constant transverse
field gradientGq, chosen to give a profile at least 10 times wider
than the unshimmed line.Gq may be large or small compared to
the final required shim gradients, depending on the quality of the
raw B0 field. The selectivity needed in thez direction can be
achieved by applying a selective refocussing pulse under azfield
gradient in a spin echo sequence; thez position of the slice
through which the profile is to be taken is determined by the
frequency offsetDn of the 180° pulse. A typical slice width
corresponds to about 10% of the active signal volume; much less

FIG. 1. Relationship between the integral of the sample spin density and
the integral of a spectrum measured under a strong linear gradient. A profile
was measured through a 5-mm sample of CHCl3 in CDCl3 on a 300-MHz
Varian INOVA instrument, using the pulse sequence of Fig. 2 withz gradient
pulses provided by the homospoil facility and a constantx gradient of approx-
imately 0.04 G cm21. A time shift of approximately 4 ms was used to allow
for the slow rise and fall of the homospoil pulse. Other experimental param-
eters were similar to those given in the main text for Figs. 4 and 5.
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would impair sensitivity, much more would slow convergence
and degrade the accuracy of mapping for higher order axial
gradients. As with any spin echo pulse sequence, reasonable care
should be exercised in calibrating both pulses. Provided that the
pulsedzgradient is much larger than the small transverse gradient
Gq applied, the tilt of the selected slice away from thexy plane
because of the presence ofGq may be neglected. Because good
signal-to-noise ratio is needed if the edge frequencies of the signal
profile are to be determined accurately, this type of amplitude
mapping is best applied to samples with a strong proton signal.
Problems with radiation damping can be avoided by using two
extra gradient pulses to ensure that the full proton magnetization
only remains transverse for a short time. Where az gradient with
long rise and fall times (as is the case for homospoil pulses) is
used, the timing of the field gradient pulse with respect to the
refocussing pulse will need empirical optimisation. The second
half of the spin echo is recorded and Fourier transformed to give
a phase-sensitive amplitude profile; long echo times may be
necessary where slow gradient pulses are used, in order to avoid
perturbations caused by field disturbances and eddy current ef-
fects. EXORCYCLE phase cycling (10) is desirable where time
averaging is used.

The analysis of the experimental data in edge frequency
mapping is much simpler than in full 3D amplitude profile
mapping. If profiles are recorded under two equal and opposite
field gradientsG1q andG2q, which are both strong compared
to the field inhomogeneity, then if the lower frequency limit for
the1q profile corresponds to the left-hand edge of the sample,
the same point will correspond to the upper frequency limit of
the2q profile, and vice versa for the right-hand edge. Thus the
average of the lower frequency limit for the1q profile and the
upper frequency limit for the2q profile will be the frequency
at one edge of the sample in the absence of an applied gradient,
and the average of the upper frequency limit for the1q profile
and the lower frequency limit for the2q profile will be the
frequency at the other, as shown in Fig. 3.

Two factors complicate the extraction of edge frequencies:
the limitations imposed by noise, and systematic errors in the

signals measured. The former issue is best dealt with by using
the signal integral as a criterion: the ‘‘edges’’ of the signal
profile are taken to be where the signal integral crosses (say)
the 5% and the 95% thresholds. The closer the thresholds are
set to 0 and 100%, the closer the frequencies determined
become to the true edge frequencies, but the more susceptible
the measured frequencies are to systematic errors. The latter
include phase variation with read gradient orientationq and
positionz, baseline offsets, and lineshape disturbances caused
by spurious echoes. Phase variations can be reduced (but not
eliminated) in practice by adjusting the timing of data acqui-
sition and of the frequency shiftDn, and the effects of residual
phase errors can be suppressed by automatic zero-order phase
correction of the profiles. Baseline errors can again be mini-
mized by appropriate choice of pulse sequence timing, with
residual errors corrected by software. In practice the phase and
baseline correction can be carried out using a simultaneous
optimization. Spurious echoes arise when the off-resonance
effects of the selective and nonselective pulses are partly
refocused by the field gradients; the echoes are generally small
but occasionally troublesome. These echo effects disappear as
the field homogeneity improves and do not greatly interfere
with the convergence of automated shimming, but a more
elegant approach might be to use two selective refocusing
pulses rather than one, canceling the offset (and hencez)
dependence of the phase of the refocused signal.

Having established a viable method for sample edge frequency
mapping, automated 3D shimming requires that sufficient mea-
surements be made to map the magnetic field adequately. The
number of edge frequency measurements made will determine the
order of correction obtainable: in principle any number of shims
can be optimized provided sufficient points are measured. Too
few measurements will fail to characterize all the gradients that
could be corrected with a given set ofN shim coils, and will show
poor convergence to an optimum solution; too many measure-
ments will be expensive in time. Two diametrically opposed
points are determined for each pair of experimental profiles; a
simple strategy for selecting mapping points is to seek a helical

FIG. 2. Pulse sequence for measuring az-selective signal profile in the presence of a weak transverse field gradient. Normal EXORCYCLE phase cycling
(10) is used; the delaysD are sufficient to ensure that perturbations of the static fieldB0 by the gradient pulses have died away. Where thez gradient pulses have
a slow response (e.g., ifz shim homospoil pulses are used), the central gradient pulse must be moved backward in time to allow for finite rise and fall times.
The exact timing of the onset of data acquisition is adjusted to minimize frequency-dependent phase shifts, and the timing of the change in transmitter frequency
is chosen to minimize the dependence of signal phase on the offsetDn.

212 COMMUNICATIONS



sampling pattern in which these pairs of points are distributed
approximately evenly over the surface of the sample. The mini-
mum number of sampling points required to allow the settings of
N shims to be determined is in principleN 1 1, but because of the
need for a compromise between approximately uniform sampling
of the sample surface (to ensure best homogeneity over all the
sample) and the need to sample sufficiently finely (in order to
determine the best settings for high order shims), practical exper-
iments sample significantly more points. The helical sampling
pattern lends itself readily to automation, since the desired con-
ditions can be established simply by incrementing linearly the
offsetDn of the selective 180° pulse and the angleu made by the
read gradientq with thex axis.

For a set ofM pairs of profiles covering a helix ofh turns and
lengthDz, the ith pair of profiles will have a frequency offset
for the selective 180° pulse of

Dn 5 S2i 2 1 2 M

2M 2 2 D SgGzDz

2p D [3]

and transverse gradients

G1x 5 1GrcosH2phS2i 2 1 2 M

2M 2 2 DJ
G1y 5 1Gr sinH2phS2i 2 1 2 M

2M 2 2 DJ [4]

for one profile and

G2x 5 2GrcosH2phS2i 2 1 2 M

2M 2 2 DJ
G2y 5 2Gr sinH2phS2i 2 1 2 M

2M 2 2 DJ [5]

for the other, where the transverse read gradient is of magni-
tudeGr and the longitudinal gradient used forz slice selection
is Gz.

Once a complete set ofM pairs of profiles has been acquired
for the current state of theB0 field, a further series ofN sets of
profiles can be measured in which each of theN shim currents
is offset in turn. Extracting the 2M edge frequenciesni

0 from
the 2M profiles in the first set gives a 3D map describing the
spatial dependence of the rawB0 field; the edge frequenciesn i

j

measured from the remainingN sets of profiles describe the
spatial dependence ofB0 with each in turn of the shim currents
changed. Representing the rawB0 field map as a vectorFo 5
(n1

0, n2
0, . . . ,n2M

0 ), a set ofN shim mapsSj 5 (n 1
j , n 2

j , . . .,n 2M
j )

2 Fo can be constructed which describe the shapes of the fields
generated by each of the shim coils. If the starting set of shim
currents is represented by a vectorIo 5 (I1, I2, . . ., IN) then a
vectorDIo 5 (DI1

o, DI2
o, . . .DIN

o) may be defined which consists
of the changes made to each of the shim currents when con-
structing the shim maps. The information obtained on the
dependence of field shape on shim currents is then summarized

FIG. 3. Illustration of the calculation of the frequencies at the edge of a cylindrical sample using two profiles measured using (top) a positive and (bottom)
a negative field gradient. For linear applied gradients the frequencynL at the left-hand edge of the sample in the absence of an applied gradient is the average
of the two frequencies marked L, andnR at the right-hand edge is the average of the frequencies marked R.
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by the matrixB whose columns are the vectorsSj divided by
the appropriate component ofDIo:

Bij 5 ~n i
j 2 n i

0! /DI j
o. [6]

The problem of shimming then reduces to using the infor-
mation contained inB to find a correction to the shim currents
I that will make the components of the field mapF as near
equal as possible. This is a standard problem in least squares
fitting, to which algorithms such as singular value decomposi-
tion (11) are well suited. Once a correction vectorDIc has been
calculated from the starting field mapFo, the shim currents can
be set to incorporate this change and a second mapF1 can be
measured and a second correction vector calculated using the
matrix B, and so on until a sufficiently flat field map has been
obtained. In practice, any instrument on which such a scheme
can be implemented will also be capable of performing phase
profile mapping along thezaxis (6), using either a rapid pulsed
field gradient system or a homospoil. Since phase profile
mapping is both quicker and more convergent than edge fre-
quency mapping, it is generally more efficient to interleave
cycles of 3D edge profile mapping andz phase mapping than
to rely purely on edge profile mapping.

The procedures described were implemented on two Varian
INOVA instruments, a 400-MHz spectrometer withz pulsed
field gradient facilities, and a 300-MHz spectrometer with only
a homospoil, using the pulse sequence of Fig. 2. The only
hardware modifications to the two instruments were the addi-
tion of automatic radiofrequency switching for convenience
when using deuteriumz phase profile shimming, and a change
to the value of one capacitor in the homospoil duration limit
circuitry of the shim current controller (6). Software for the
analysis of the profile data was implemented in C within the
Vnmr software package, using the approach described above
with the singular value decomposition algorithm of Ref. (11).
Samples with strong proton signals were used, as discussed
earlier, with deuterated solvents included to allow automatedz
axis shimming using the method of Ref. (6). Both systems used
a 13-channel shim set, with nominal shapesz1, z2, z3, z4, z5,
x, y, xy, x22y2, xz, yz, x3, andy3.

Figure 4 shows cold shimming results obtained at 400 MHz
using a 5-mm indirect detection probe. 3D shimming was per-
formed using a strong proton signal from dioxane in CDCl3, with
TMS added as a linewidth standard. A 6-turn helical sampling
scheme with 29 pairs of points covering az displacement of
approximately 12 mm was used. Two transients were recorded for
each profile, with a spectral width of 200 Hz, a data acquisition
time of 5.12 s, a recycle time of 7.12 s, and a delayD of 100 ms.
A simple rectangular soft 180° pulse of duration 840ms was used,
with azfield gradient of 2.74 G cm21 produced using the actively
shielded gradient coil of the probe and the Varian Performa II
gradient amplifier, giving a profile slice thickness of approxi-
mately 1.9 mm. The transverse read gradient, provided by the
normal shim coils, was approximately 0.06 G cm21. The central

field gradient pulse was of durationd2 5 2.84 ms, and the two
shorterzgradient pulsesd1 for the reduction of radiation damping
effects, of equal amplitude 2.74 G cm21, were both 1 ms. At the
start of the experiment all the currents through the room temper-
ature shim coils were set to zero, and shim maps for both 1Dz
phase profile shimming and 3D proton profile edge frequency
shimming were measured. Interleaved cycles of automated 1Dz
shimming (z1 to z5 only) and 3D shimming were carried out until
satisfactory convergence was obtained. In total, 14 cycles ofzand
3 cycles of 3D shimming were used; the final result was a
nonspinning proton linewidth of 0.6 Hz, as shown in Fig. 4A,
obtained in a total time of approximately 3.5 h.

Figure 5 shows results obtained at 400 MHz using a 10-mm
broad band probe without pulsed field gradient facilities. 3D
shimming was performed using the proton signal from 40%
dioxane in C6D6. The same sampling scheme was used as for
Fig. 4, but in this case the 3D shim maps forz1, z2, x, y1, xz,
yz, xy, x2y2, x3, andy3 were measured with close to optimum
shim settings, in a time of approximately 12 h; using shim
maps obtained with optimized shims speeds convergence
slightly. Eight transients per profile were recorded, with a
spectral width of 400 Hz, an acquisition time of 5.12 s, a
recycle time of 7.12 s, and a delayt of 400 ms. A longerD

FIG. 4. 1H lineshape of TMS, obtained at 400 MHz using a 5-mm indirect
detection probe, for a nonspinning sample of dioxane and TMS in CDCl3. A:
Lineshape with all shim currents set to zero. B: Lineshape after 17 interleaved
cycles of 1Dz phase shimming and 3D profile shimming; full linewidth at half
height is 0.6 Hz.
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delay than for the 5-mm probe was required since the homo-
spoil, which has long rise and fall times, was used to produce
the z field gradient for the 10-mm probe. A rectangular soft
180° pulse of duration 9 ms was used, with azfield gradient of
0.35 G cm21 produced by the homospoil facility, giving a
profile slice thickness of approximately 1.5 mm. The transverse
read gradient, provided by the normal shim coils, was approx-
imately 0.05 G cm21. The central field gradient pulse was of
duration d2 5 32 ms, but displaced from the center of the
selective 180° pulse byDt 5 6.5 ms, to account for the
relatively long rise and fall times of the homospoil. To reduce
the effect of radiation damping the two shorter homospoil
pulses used were of durationd1 5 5 ms. Prior to cold shim-
ming, maps of shimsz1 to z5 were obtained with optimum shim
settings, using 1Dz shimming. At the start of the shimming
procedure all shim gradients were set to zero, then interleaved
cycles of 1Dzshimming and 3D profile shimming were carried
out until the best convergence was found. For the 3D shimming
one transient per profile was acquired, giving a time of 7.3 min
per cycle. In total, 14 cycles ofz and 3 cycles of 3D shimming
were used, producing a nonspinning13C linewidth of 0.6 Hz in
a time of 40 min. The total time required, including acquisition
of the map data, was a little over 12 h. The linewidth measured
with the same shim settings but with the sample spinning at 12
Hz was 0.15 Hz.

The results shown in Figs. 4 and 5 were at least as good as those
previously produced by extended manual shimming, suggesting
that both for cold shimming on installation and for 3D shimming
on critical nonspinning samples it is indeed a practical proposition

to perform full automated shimming without using a triple axis
rapid pulsed field gradient system. There is considerable scope for
improving both the speed of convergence of the technique de-
scribed and the quality of the end results obtainable; in its present
form it uses only the profile edge frequencies, which are a small
fraction of the total information available from the profiles. The
principle of 3D shimming with modest instrumental resources
having been established, however, another attractive proposition
is to examine the minimum hardware requirements for 3D phase
profile shimming. It should be possible to perform 3D phase
mapping using pulsedx andy shim coil currents, despite their low
amplitude and slow response, if hardware for their real-time
control can be implemented. This would greatly reduce the time
and sensitivity demands of 3D automated shimming at modest
cost. Work is now being done on the testing of such an approach.
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